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Abstract—Service providers operating dense-wavelength-division-multiplexed networks are often faced with the problem of designing their networks such that a certain level of service availability can be delivered to their customers. This paper introduces optimization-based algorithms that address this problem efficiently and effectively. For a given network topology, specified by existing dark-fiber links, our algorithms determine a cost-effective solution consisting of the size and location of equipment needed to satisfy the desired amount of point-to-point traffic demands. In addition, the solution approach discussed in this paper delivers estimates for the service unavailability probability of each traffic-demand pair and enables the service provider to programatically determine which and how many supplemental node-disjoint protection paths are required in order to attain a prespecified demand-pair unavailability target. To the best of our knowledge, these algorithms provide the user with the most detailed design created by any optimization-based design tool to date. The efficiency and effectiveness of the proposed network-design algorithms is studied using an empirical analysis.

Index Terms—Dedicated protection, dense-wavelength-division-multiplexing (DWDM) network design, integer-programming applications, network provisioning, polarization-mode dispersion (PMD), unavailability.

I. INTRODUCTION
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meeting the target unavailability of 5 min/year by adding node-disjoint protection paths. Otherwise, the design tool opted for leasing links to meet the target unavailability.

A. Survey of Literature

This paper addresses protection and unavailability in opaque and all-optical networks using the same basic design principles introduced in [1]. A method to assess the impact of failures and the time required for restoration on high-speed DWDM networks employing optically shared protection rings may be found in [2]. A comparison of availability performance for various protection schemes based on dedicated and shared protection methods appears in [3]. This paper, which is closely related to the investigation in [4], uses Monte Carlo simulation to verify the accuracy of their unavailability calculations. They also present an excellent discussion on availability and reliability theory. Various schemes for provisioning ring-based networks based on cost and unavailability are compared in [5]. The availability of two ring protocols for transoceanic networks is discussed in [6]. Integer-programming models introduced in [7] consider the DWDM routing and provisioning problem under demand uncertainty. The follow-up study discussed in [8] adds models for various protection schemes, including p-cycle protection. Widely accepted assumptions for determining unavailability of systems with numerous elements are outlined in [9], which finds that the critical factor for unavailability reduction is network connectivity. Their study concludes that span-restorable mesh networks are superior to ring architectures in case of dual-failure situations in networks carrying priority services. This paper adopts the assumptions listed in [9].

Opaque and all-optical network architectures are compared in [10], along with a discussion of challenges awaiting all-optical networks and optical switching. Morris [11] discusses optical switching, where the signal remains in the optical domain from input to output. The study in [12] describes capabilities and possible implementation problems for the differentiated-optical-services model for metropolitan DWDM networks. The advantages of DWDM as a short- and long-haul multiservice platform for a pan-European network are analyzed in [13]. The multipath routing and local failure-reaction methods introduced in [14] are meant to improve network availability and to provide uninterrupted QoS to bandwidth, demanding real-time applications. The Sprint network-architecture analysis in [15] aims to improve network reliability. Several redundancy options for the SuperPON access-network design are compared in [16] with traditional access-network designs.

The optimal placement of As and converters is an active research area. Two widely cited references concerning amplifier placement are [17] and [18], and a relatively recent survey may be found in [19] (for recent surveys on optimizing converter placement, see [20]–[22]).

Dynamic traffic restoration in DWDM networks is addressed in [23]: Reserved protection paths for every connection are necessary due to the rarity of faults in DWDM networks. The algorithms presented for dynamically assigning suitable protection paths to failed working paths assume that wavelength translators are used at intermediate nodes along a path. Integer linear programs presented in [24] compare using wavelength translators at every switch or only at certain switches with the case where no wavelength translation is permitted. A profit-maximization model described in [25] computes node-disjoint working and protection paths in all-optical and opaque DWDM networks based on a profit-maximization model for optimal routing of user-selected sessions when single-link failures affect multicast sessions. A starting point for this paper is given in [26]: a heuristic method to improve network reliability by adding additional capacity. If possible, redundant links are added to increase bandwidth for node-disjoint protection paths. The optimization-based algorithms introduced in this paper provide greater insight into the proposed network architecture by providing the user with a detailed plan with the equipment sizes and locations while considering the technological restrictions, such as polarization-mode dispersion (PMD) and transmission-link-budget constraints. The advantages are that in-depth cost calculations can be performed once equipment requirements are determined and that more accurate unavailability calculations are possible when equipment reliability metrics are used to determine (o, d) demand-pair unavailability.

B. Contributions

The first contribution of this paper is a design tool for DWDM networks employing dedicated (1 + 1) protection. Given (o, d) demand pairs and the corresponding traffic, the tool generates candidate routes for each demand pair and provides detailed output on equipment needs for those point-to-point demands. O/E/O conversion is allowed at nodes where additional equipment [As and multiplexers (MUXs)] are already present or at intermediate points between nodes. The second contribution is an empirical analysis for cost savings for primarily performing O/E/O conversions at nodes rather than at intermediate points between nodes. The third contribution is the development and empirical evaluation of a DWDM network-design tool that attempts to satisfy a user-provided unavailability target. Based on the empirical evidence in this paper, the proposed algorithms are computationally solvable and worthy of practical consideration for resolving realistic problem sets. Finally, the run files and test data used in this paper can be obtained from the study web site (http://engr.smu.edu/~jlk/publications.htm) for verification and comparison purposes.

II. DWDM-DESIGN PROBLEM

DWDM networks consist of fiber and optical equipment of various types: As, regenerators (Rs), MUXs, demultiplexers (DMUXs), terminal equipment (TE), and optical cross connects (OXC). As boosts multiple weakening signals multiplexed onto the same fiber directly without conversion to the electrical domain. Noise build-up as the optical signals traverse fiber spans and optical equipment is mitigated by regenerating the original signal retrieved from the optical domain into the electrical domain and then converting it back to the optical domain. Regeneration is a costly process, which employs As, Rs, MUXs, and DMUXs.
Long-haul optical-transport networks contain nodes corresponding to locations where traffic originates and terminates. Equipment needed for amplification and/or regeneration can be placed in huts located between nodes along the fiber. The term span refers to the fiber between two locations (huts or nodes) where optical amplification occurs. The signal data rate, the type of optical fiber, the transmitter/receiver output/input power, and other factors determine the range of optical loss over which a fiber-optic link will operate and meet specifications. In this paper, we quantify the acceptable optical-loss range by means of the maximum length of a span (referred to as optical reach or link budget) that can be traversed before amplification is required. For a given combination of factors associated with a particular link budget, there is a limit on the number of spans that can be traversed before regeneration is needed. A sample combination of maximum number of spans with corresponding link budgets is illustrated in Table I. For example, for a link budget of 100 (As are no more than 100 km apart), a signal can traverse 23 As (24 spans) before regeneration is required.

PMDD is another technological restriction that needs to be considered for high-data-rate optical systems. Signal dispersion is a function of the optical characteristics of the fiber and can cause serious signal-quality degradation at long distances. Signal regeneration before the negative effects of PMD materialize is one method to mitigate its effects.

Given dark fiber, a traffic-demand matrix, and hut locations, the DWDM-design problem consists of determining the size and location of equipment needed to light the fiber while satisfying the traffic-demand requirement and technological restrictions.

In the previous work in [1], an opaque-network-design approach consists of an optimal-hut-selection procedure for every link and each possible link budget using a greedy algorithm. The selection process minimizes the number of huts that are used and, thus, the overall link cost. The link budget selected for least cost design for a given link is called the best link budget for that link. Using the best link designs, a routing and provisioning model determines the routing and the traffic on each link. This optimization-based model minimizes the equipment cost for a given set of demands by assigning traffic to candidate paths provided by the user or determined by the design tool. The output from this model is the opaque design with the location and size of DWDM equipment required.

A similar approach can be used for an all-optical design: Each \( (o,d) \) demand pair is examined in turn and may be routed across several links. Such a routing path can be viewed as a long “link,” where regeneration is not required at every intermediate node. The proposed all-optical method uses the paths determined by the previous routing and provisioning model to determine the equipment configuration starting from origin node \( o \) with the best link budget for the current link.

The design is complete when destination node \( d \) on the path has been reached. Since different paths may traverse the same links, the use of best link budgets aids the design process when merging the individual-path designs. In addition, the algorithm determines which hut locations are needed to install regeneration equipment in order to satisfy PMD and signal-to-noise ratio restrictions. Once all equipment needs are determined for the all-optical design, overall costs can be calculated using the same relative equipment-pricing model, as in the case of the opaque-network-design strategy.

### III. DWDM Design With Dedicated Protection

From among the multitude of protection schemes that have been investigated in the literature (see [27]), dedicated protection using \( 1+1 \) dedicated alternate paths is the least complicated operationally: Recovery in the event of a failure is quick with small downtime. One or more copies of the working traffic are sent along node-disjoint path(s) between the origin and the destination nodes. These distinct paths are called protection or back-up paths. The optical equipment provisioned at the receiver constantly compares the working signal with its copies on the protection path(s) and determines if a switch needs to take place (see [3] and [8]).

The opaque and all-optical design algorithms used in [1] have been enhanced to incorporate dedicated protection: The design process begins with finding a solution to the path-generator binary program which finds \( k \) shortest distinct cycles for each \( (o,d) \) demand pair. For a given \( (o,d) \) demand pair, each cycle may be split into two node-disjoint paths that originate at node \( o \) and terminate at node \( d \). The underlying network topology is known and modeled by a connected graph \( G = (N,E) \), where \( N \) is the set of nodes where TE may be placed, and \( E \) corresponds to the fiber links between them. Binary variables \( z_{ij} \) will be one if arc \( (i,j) \) is selected to be part of the cycle and zero otherwise. For a demand pair \( (o,d) \), let \( b_o = 2 \) represent the supply at the origin node, \( b_d = -2 \) represent the demand at the destination node, and \( b_i = 0 \) for all \( i \in N \setminus \{o,d\} \). The flow-conservation constraints are

\[
\sum_{(i,j) \in E} z_{ij} - \sum_{(j,i) \in E} z_{ji} = b_i \quad \forall i \in N. \tag{1}
\]

The next family of constraints ensures that any pair of paths that form a cycle are node-disjoint, since at most one incoming arc is selected for each node

\[
\sum_{(i,j) \in E} z_{ij} \leq 1 \quad \forall j \in N \setminus \{o,d\}. \tag{2}
\]

If \( \bar{L}_{ij} \) is the length of arc \( (i,j) \) in kilometers, then the objective function is

\[
\text{minimize} \sum_{(i,j) \in E} \bar{L}_{ij} z_{ij}. \tag{3}
\]
Let $\tilde{A}_1$ denote the arcs in the first cycle. Then, the second cycle is obtained by solving (1)–(3) plus the following constraint, which forces the second cycle to differ from the previously found cycle in at least one link:

$$\sum_{(i,j) \in \tilde{A}_1} z_{ij} \leq |\tilde{A}_1| - 1. \quad (4)$$

Let $\tilde{A}_2$ denote the arcs in the second cycle. The third cycle is obtained by solving (1)–(4) plus the constraint

$$\sum_{(i,j) \in \tilde{A}_2} z_{ij} \leq |\tilde{A}_2| - 1. \quad (5)$$

This process continues until $k$ distinct shortest cycles have been discovered. The choice of $k$ influences the amount of path diversity that the final solution is likely to have. Alternatively, the branching strategy proposed in [28] may be used to compute $k$ shortest cycles.

The design process continues with the greedy-hut selection algorithm. For each combination of link and link budget, the algorithm finds the location of the least amount of huts required to provide amplification. It can be shown (see [1] for a detailed analysis) that the greedy approach amounts to solving a directed shortest path problem instance for the equivalent graph constructed for each link of the original network. In this directed acyclic graph, candidate hut locations represent nodes, while directed arcs between two nodes exist if the sum of the lengths of the intermediate spans does not exceed the chosen optical-reach value. In the next step of the design process, R placement at the chosen hut locations is determined so that the link budget and PMD restrictions are satisfied. For each link, the link-budget value that results in the least number of As and Rs is recorded as the best link budget for that link. With the best link designs, an enhanced routing and provisioning model determines which candidate cycles are used as well as the location and size of equipment required for an opaque network with dedicated protection. Solving the cycle generator and hut-selection problems can be done in parallel, as there are no dependencies between the two.

In the hut-selection model, $N$ denotes the set of nodes, $F$ denotes the set of links, and $D$ denotes the set of demand pairs. Let $r_{od}$ denote the total demand in wavelengths for demand pair $(o,d)$. Let $H_{od}$ denote the set of cycles for demand pair $(o,d)$. The binary variable $\pi_{od}$ is one if cycle $p \in H_{od}$ is selected for demand pair $(o,d)$ and zero otherwise. The following constraints force the selection of exactly one cycle for each demand pair:

$$\sum_{p \in H_{od}} \pi_{od}^p = 1 \quad \forall (o,d) \in D. \quad (6)$$

In this arc-cycle model, each link is represented by two directed arcs in the set $E$. The variable $t_{ij}$ denotes the total number of wavelengths assigned to arc $(i,j)$, and $W_{ij}$ denotes the set of cycles that use arc $(i,j)$. We assume that paths are directed from $o$ to $d$ for a given $(o,d)$ pair, but since demands are symmetrical, the capacity of arcs $(i,j)$ and $(j,i)$ will be identical. The number of wavelengths assigned to arc $(i,j)$ is given by

$$\sum_{p \in W_{ij}, (o,d) \in D} r_{od} \pi_{od}^p = t_{ij} \quad \forall (i,j) \in E. \quad (7)$$

As and MUXs are available with discrete fixed capacity, and our model used three sizes for each (small, medium, and large). Let $S$, $M$, and $L$ denote the number of wavelengths that can be processed by each of the three sizes, respectively. Note that this approach can be expanded to any number of fixed equipment capacities. Let $\alpha_{ij}^s$, $\alpha_{ij}^M$, and $\alpha_{ij}^L$ be the integer variables that denote the number and size of amplifiers on link $(i,j)$. If the best link budget for a given link requires amplification at a hut or a node on that link, then the following set of constraints determine the size and number of amplifiers for that location:

$$t_{ij} + t_{ji} \leq S \alpha_{ij}^s + M \alpha_{ij}^M + L \alpha_{ij}^L \quad \forall (i,j) \in F. \quad (8)$$

Let $\tau_i$ be the number of TEs needed at node $i$, and let $\rho_i$ denote the number of Rs required at a hut on link $(i,j)$. Note that TEs and Rs are installed on a per-wavelength basis, and an intermediate node on a path requires twice the number of TEs as the origin and destination nodes. The number of TEs at the nodes is given by

$$\sum_{(i,j) \in F} (t_{ij} + t_{ji}) = \tau_i \quad \forall i \in N. \quad (9)$$

The following set of constraints determines the number of Rs at a hut on a given link

$$t_{ij} + t_{ji} = \rho_i \quad \forall (i,j) \in F. \quad (10)$$

The number of $A$, $R$, and MUX or DMUX locations, which are determined by the best link budget on link $(i,j)$, are stored in constants $B^A_{ij}$, $B^R_{ij}$, and $B^L_{ij}$, respectively. Let $C_{A^s}$, $C_{A^M}$, and $C_{A^L}$ be constants denoting the cost of small, medium, and large amplifiers, and let $C_{M^s}$, $C_{M^M}$, and $C_{M^L}$ be constants denoting the cost of small, medium, and large MUX/DMUX equipment, respectively. $C_T$ denotes the cost of TE equipment, and finally, $C_R$ denotes the cost of an $R$. Then, the objective function is to minimize the cost of provisioning the opaque network and is given by

$$\text{minimize} \sum_{(i,j) \in F} \left( C_{A^s} \alpha_{ij}^s + C_{A^M} \alpha_{ij}^M + C_{A^L} \alpha_{ij}^L \right) B^A_{ij} + \sum_{i \in N} C_T \tau_i + \sum_{(i,j) \in F} C_R \rho_{ij} B^R_{ij} + \sum_{(i,j) \in F} \left( C_{M^s} \alpha_{ij}^s + C_{M^M} \alpha_{ij}^M + C_{M^L} \alpha_{ij}^L \right) B^L_{ij}. \quad (11)$$

A solution to this model consists of the demand routings and the number and size of equipment needed to light the fiber and satisfy demands.
procedure Opaque Design (inputs: \( D, t, \mu \); outputs: \( U \))

begin
    for each link obtain the best link budget and locations for As and Rs;
    \( \forall (o,d) \in D \ n(o,d) \leftarrow 1 \);
    repeat
        \( \forall (o,d) \in D \ do \)
        \( P(o,d) \leftarrow \emptyset \);
        Solve the Path Generator Model in an attempt to obtain \( \mu \) sets of working and \( n(o,d) \) node-disjoint protection paths;
        Let \( \beta \) denote the number of sets obtained;
        if \( \beta = 0 \) then display ‘Target unavailability cannot be met’; stop;
        else add \( \beta \) sets to the set \( P(o,d) \);
    end do
    Solve the Routing and Provisioning Model to determine the paths to be used, the traffic on each link, and the equipment needed for the opaque design;
    (For All-Optical Design: Find the all-optical design for each path in \( F \) using the paths and the traffic determined by the Routing and Provisioning Model.)
    Calculate unavailability \( U(o,d) \) \( \forall (o,d) \in D \);
    \( T \leftarrow \emptyset \);
    \( \forall (o,d) \in D \ do \)
    \( \text{if } U(o,d) > t \text{ then } T \leftarrow T \cup \{(o,d)\}; \ n(o,d) \leftarrow n(o,d) + 1 \);
    end do
    until \( |T| = 0 \);
    return \( U(o,d) \), \( \forall (o,d) \in D \) and the current design;
end

Fig. 1. Pseudocode for the opaque (all-optical) design.

Using the cycles determined by the routing and provisioning model, the all-optical design algorithm starts by examining the working path and then the protection path(s) for each demand pair \( (o,d) \) successively. Starting from node \( o \), the wavelengths carried on each path are translated to equipment needs while considering PMD and signal-to-noise-ratio restrictions. The design for this demand is complete when the equipment at node \( d \) has been provisioned.

The opaque- and all-optical-design procedures are augmented by unavailability estimates, which are compared to user-specified target-unavailability values. Demand pairs with unacceptable unavailability are candidates for additional protection paths. For each candidate \( (o,d) \) demand pair in the list, the supply at node \( o \) and demand at node \( d \) are incremented by one and the path-generator model is run again.

The newly determined routings may differ from the previously created paths, so a rerun of the routing and provisioning procedures is required. The process continues until either the unavailability drops below the threshold value, or it is impossible to decrease the unavailability with additional back-up paths. The AMPL code, corresponding to the pseudocode presented in Fig. 1, is available at http://engr.smu.edu/~jlk/publications.htm. The inputs to the algorithm are the set of demand pairs \( D \), a prespecified target unavailability value \( t \), and the constant \( \mu \), which denotes the maximum number of candidate paths for each demand. Upon execution, the algorithm computes the \( U(o,d) \) unavailability estimate for each demand \( (o,d) \), along with the chosen feasible design.

IV. DWDM-NETWORK UNAVALIBILITY

Unavailability is the probability of finding a system in a nonfunctional state at any given time. Unavailability estimates are widely used by telecommunication service providers to differentiate their product as well as to measure their adherence to the requirements of a service-level agreement. In this paper, unavailability is estimated as the percentage of time that the total service requirement between a pair of demand nodes cannot be fully satisfied. Unavailability is frequently expressed in units of minutes per year as opposed to a percentage value. For example, an unavailability of 60 min/year is approximately 0.01%.

For a given \( (o,d) \) demand, fiber cuts and equipment failures may render the service unavailable. The simplified calculation of unavailability of a component requires knowledge of the failure rate \( \lambda \) and the MTTR for that component. MTTF is also widely used in place of \( 1/\lambda \). There is an industry-wide adopted assumption that the failure rates for fiber and DWDM equipment do not vary with time. In other words, there is no wear-out period or increased failure rate for fiber and equipment as a result of aging and/or deterioration. Failures are assumed to occur independently of each other, and each component is repaired and returned to full functional state after an expected duration of time (MTTR). The following formulas provide a close approximation for the unavailability \( (U) \) of a single DWDM network component (see [4], [9], and [29]):

\[
U = \frac{\text{Downtime}}{\text{Uptime} + \text{Downtime}} = \frac{\text{MTTR}}{\text{MTTF} + \text{MTTR}} = \frac{(r)(\text{MTTR})}{1 + (r)(\text{MTTR})}. \quad (12)
\]

\( A' \) denotes availability, which is the complement of unavailability

\[
A' = 1 - U = \frac{\text{MTTF}}{\text{MTTF} + \text{MTTR}}. \quad (13)
\]

The path unavailability estimate in a telecommunication network requires computing the unavailability estimates of each element in the path. If the path is composed of elements in series, then a failure of any component results in a failure for the path. Suppose there are \( K \) elements in a series with unavailability of \( U_k, k = 1, \ldots, K \); then, the unavailability for the system is given by

\[
U_{\text{system}} = 1 - \prod_{k=1}^{K} A_k = 1 - \prod_{k=1}^{K} (1 - U_k). \quad (14)
\]

Unavailability of a system in series can be fairly accurately approximated by adding the unavailability (see [4] and [21]):

\[
U_{\text{system}} = \sum_{k=1}^{K} U_k. \quad (15)
\]

In a system composed of \( K \) redundant units working in parallel, the exact unavailability for the system is given by

\[
U_{\text{system}} = \frac{K}{\prod_{k=1}^{K} U_k}. \quad (16)
\]
The unavailable calculation for an \((o, d)\) demand pair with dedicated protection involves several groups of components in series and parallel. A system decomposition is needed to identify these groups of elements. Once the unavailability of each group is calculated, relations (series or parallel) among those groups are determined so the unavailability of the whole system can be calculated. For this paper, it is assumed that customers require the full bandwidth for their time-critical applications, so a single TE failure on a path that carries a demand of \(d > 1\) wavelengths is viewed as a path failure, even though some of the traffic can be transmitted. Failure of a fiber duct can be viewed as a failure of all fiber cables sharing the same duct, and therefore, a duct and the fiber inside have a single unavailability value associated with them.

OXCs at the demand nodes are shared among working and protection paths in dedicated protection so that if the OXC at nodes 1 or 3 in Fig. 2 fails, a transmission disruption is inevitable. However, in long-haul networks with numerous elements in series, the intermediate elements and, especially, fiber contribute more to the system unavailability than the OXCs at the terminal nodes. Test cases considered in the empirical analysis assume that the largest demand is 80 wavelengths, and each wavelength carries signals at data rates up to 40 Gb/s. Larger traffic demands can be accommodated by modifying the formulation to consider multiple links in series for both working and protection paths.

V. EMPIRICAL ANALYSIS

The different test network topologies described in Table II are used to evaluate the all-optical design with dedicated protection. Average node degree is a good overall indication of path diversity.

All the \((o, d)\) demand pairs are randomly generated, and the wavelengths assigned to these demand pairs are uniformly distributed over [10, 80]. For each test case described in Table III, a maximum of six candidate paths per demand pair are used.

The relative equipment costs that are used to calculate overall design costs are given in Table IV. Failure rates and MTTR values for the various equipment types are listed in Table V.
The all-optical design with dedicated protection is implemented using the AMPL modeling language [30] and is solved using the branch-and-bound optimizer in CPLEX (http://www.cplex.com). O/E/O conversion at a hut requires As, MUXs, DMUXs, and Rs. Regeneration at a node only requires the addition of Rs for each wavelength. A test was conducted to determine if cost savings are possible by relocating regeneration from a hut to a previous nondemand node to take advantage of existing As and MUX/DMUXs. The EU, US, and NA test networks with various values for the total number of $(o,d)$ demand pairs are used in the analysis. With the relocation feature enabled, fewer As and MUX/DMUXs were used, but the provisioning costs were 2%–7% higher for the EU, US, and NA test networks. This is due to the fact that placing Rs earlier on a long-haul route may result in an additional regeneration (see the discussion in [31] for a detailed analysis of the relocation feature effect). Both opaque and all-optical designs try to add protection paths for demand pairs, which exceed target unavailability.

Table VI summarizes an empirical analysis that was conducted to test this feature of the opaque-network-design tool. The EU, EB, US, and NA test networks with various numbers of $(o,d)$ demand pairs are used in this test.

The maximum unavailability calculated exceeds the specified target for the EU, US, and NA networks. Due to the low node degree of these networks, it is not possible to find additional backup paths to decrease network unavailability. According to the FCC, a 1000-mile fiber experiences an average of three cuts per year or approximately 1.863 cuts per 1000 km (see [21]).

The EB network is used to test whether the 5-min target can be reached by assigning more than one dedicated protection path per $(o,d)$. For all eight test problems using this network, the design tool successfully lowers maximum unavailability to less than 5 min/year. For the EB810 problem which carries 100 $(o,d)$ demand pairs, the maximum unavailability decreased from 127 to 4.91 min/year with 104 additional protection paths.

Since there are 100 $(o,d)$ pairs, on average, each demand pair required approximately two protection paths.

Additional equipment needed to accommodate this traffic caused an increase in cost from 4.27 to 6.58 million. The addition of new protection paths required two more runs of the model, increasing the processing time from 21 to 46 s. Table VII summarizes the test runs using the all-optical design tool. For the same test problem, the all-optical design was substantially lower in cost (3.56 million). The addition of 104 new paths decreased the maximum unavailability to less than 5 min while increasing the design cost by 1.94–5.50 million. This EB810 test problem for the all-optical design required approximately 34 min of processing time.

If no additional node-disjoint paths can be found in the existing network, new links must be appended to obtain additional backup paths. The service provider has an option to build new links or lease them from another provider. The remainder of this section explores the effect of adding leased links has on the overall solution parameters. The results summarized in Table VIII describe the number of new leased links that were selected in order to allow the test network (based on the EU network topology) to meet the specified network-unavailability target. Leased links are appended to EU to form a complete graph called EL.

Both opaque and all-optical designs were examined for the same test network. The original cost function has to be modified to incorporate the cost of leasing, which translates into paying a 25% premium in addition to what the owned equipment would cost (see Table IV). All leased links use 100-km hut spacing, with the possible exception of the last hut, and good quality fiber with small PMD values. Switching between the operator’s network and the leased link network may require additional TEs, as well as other nodal equipment such as OXCs and MUX/DMUXs.

For example, for the EL210 problem which carries 100 demand pairs using the opaque (all-optical) design, a cost increase from 5.42 (4.22) to 7.60 (6.07) million was needed for 110 (105) new protection paths to meet the target unavailability of 5 min/year. Results are consistent with the previous tests, showing that the all-optical design requires fewer components than the opaque network design.

The CPLEX optimizer never takes more than 1 s to solve any of the test cases; therefore, heuristics were not required for this particular analysis. Most of the processing time was spent generating the data and postprocessing the optimal results to extract the network-design parameters. These steps were prototyped using AMPL and are, therefore, slow. A commercial tool implementation of the approach proposed in this paper may use the available high-level programming language bindings for CPLEX in order to provide a significant reduction in running time.

VI. SUMMARY AND CONCLUSION

In this paper, design tools capable of provisioning opaque and all-optical networks with dedicated protection are introduced. All-optical networks use O/E/O conversion only when imposed by the PMD and signal-to-noise-ratio restrictions.

TABLE IV
RELATIVE EQUIPMENT COST

<table>
<thead>
<tr>
<th>EQUIPMENT</th>
<th>WAVELENGTHS</th>
<th>COST/UNIT</th>
<th>LEASING COST/UNIT</th>
</tr>
</thead>
<tbody>
<tr>
<td>TE</td>
<td>1</td>
<td>75</td>
<td>93.75</td>
</tr>
<tr>
<td>R</td>
<td>1</td>
<td>130</td>
<td>162.5</td>
</tr>
<tr>
<td>A</td>
<td>1 – 20</td>
<td>100</td>
<td>125</td>
</tr>
<tr>
<td>A</td>
<td>21 – 40</td>
<td>150</td>
<td>187.5</td>
</tr>
<tr>
<td>A</td>
<td>41 – 80</td>
<td>200</td>
<td>250</td>
</tr>
<tr>
<td>MUX/DMUX</td>
<td>1 – 20</td>
<td>120</td>
<td>150</td>
</tr>
<tr>
<td>MUX/DMUX</td>
<td>21 – 40</td>
<td>180</td>
<td>225</td>
</tr>
<tr>
<td>MUX/DMUX</td>
<td>41 – 80</td>
<td>240</td>
<td>300</td>
</tr>
</tbody>
</table>

TABLE V
FAILURE RATES AND MEAN REPAIR TIMES

<table>
<thead>
<tr>
<th>MODULE</th>
<th>FAILURE RATE (R)</th>
<th>MTTR</th>
</tr>
</thead>
<tbody>
<tr>
<td>FIBER</td>
<td>2.12566E-07</td>
<td>12</td>
</tr>
<tr>
<td>REGEN</td>
<td>3.35521E-06</td>
<td>2</td>
</tr>
<tr>
<td>TE</td>
<td>3.35521E-06</td>
<td>2</td>
</tr>
<tr>
<td>MUX</td>
<td>4.98153E-07</td>
<td>2</td>
</tr>
<tr>
<td>OXC</td>
<td>1.96685E-06</td>
<td>2</td>
</tr>
<tr>
<td>AMP</td>
<td>4.22508E-06</td>
<td>2</td>
</tr>
</tbody>
</table>
Since there is generally less conversion equipment needed, all-optical networks enable network operators to reduce design costs. Dedicated protection requires two node-disjoint paths per \( (o,d) \) demand pair, a working path, and a protection path. While both paths are active all the time, the wavelengths along a protection path are committed to carry only the back-up traffic for a specific \( (o,d) \) demand pair. The described tools for both designs find two node-disjoint paths for each \( (o,d) \) demand pair using the path generator model (an integer linear program). A greedy algorithm is used to determine the huts where amplification is needed. This algorithm is solved for each link with each feasible link-budget value to determine the best link budget for a given link.

Finally, an optimization-based routing and provisioning procedure is run to determine the traffic and equipment on each link. The output from this procedure is the opaque design for a given test case. A reduction in the overall number of O/E/O conversions can be obtained by further analysis of the opaque design. The optimized all-optical network design thus obtained results in additional cost savings.
For a network design identified by the routing and provisioning procedure, the design tool calculates the unavailability probability estimate for each \((o,d)\) demand pair. These estimates are then compared to a user-set target unavailability. Demand pairs with unavailability higher than the target value are considered as candidates for using additional protection paths. The results of the empirical analysis conducted by the authors argue in favor of the fact that a network design for a realistically sized DWDM network employing dedicated protection can be produced in a reasonable amount of time using the approach outlined in this paper. The analysis also illustrates the fact that sufficiently dense networks may be used to provide reliable designs that can attain the desired unavailability targets by adding new protection paths. This paper considered the option of leasing links for networks limited by their low average node degree: For example, the EU test network topology, with an original average node degree of 3.89, does not allow for the unavailability goal to be met via using additional protection paths unless the leasing option is enabled.

The design tools presented in this paper facilitate the relocating of O/E/O-conversion equipment, which allows the user to exploit existing As and MUX/DMUXs already provisioned in the network. The empirical analysis shows that with the relocation feature enabled, fewer As and MUX/DMUXs are used, but the total number of Rs needed increased for the EU, US, and NA test networks, thus increasing equipment costs.

The wide set of additional facilities summarized argue convincingly for the practicality of the design approaches considered. Practical concerns like these, which are likely to address real problems faced by service providers, represent another contribution of this paper. Future work is planned to expand and extend the current network approaches to allow for additional protection methods to be considered, such as shared or ring protection, in order to reduce protection costs while providing an adequate level of redundancy.
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